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SSyynnooppssiiss
CCEESSTT  MMRRII  iiss  aann  uunniiqquuee  mmoolleeccuullaarr  iimmaaggiinngg  aapppprrooaacchh  ttoo  rreevveeaall  tthhee  eexxcchhaannggeeaabbllee  pprroottoonn  iinnffoorrmmaattiioonn  rreellaatteedd  ttoo  pphhyyssiioollooggyy  aanndd
ppaatthhoollooggyy..  HHoowweevveerr,,  lloonngg  ssccaannnniinngg  ttiimmee  hhaass  hhiinnddeerreedd  iittss  ttrraannssllaattiioonn  iinnttoo  cclliinniiccss..  WWhhiillee  ddeeeepp--lleeaarrnniinngg  bbaasseedd  ssuuppeerr--rreessoolluuttiioonn
mmeetthhooddss  hhaavvee  bbeeeenn  eexxpplloorreedd  ttoo  rreedduuccee  ssccaannnniinngg  ttiimmee  iinn  ccoonnvveennttiioonnaall  MMRRII,,  aaddaappttaattiioonn  ooff  tthheessee  mmeetthhooddss  ttoo  CCEESSTT  MMRRII  hhaass  bbeeeenn
lliimmiitteedd  dduuee  ttoo  llaacckk  ooff  llaarrggee  ppuubblliicc  CCEESSTT  ddaattaasseettss..  TThheerreeffoorree,,  tthhiiss  ssttuuddyy  pprrooppoosseess  ttwwoo  ttrraannssffeerr  lleeaarrnniinngg  bbaasseedd  ssuuppeerr--rreessoolluuttiioonn
mmeetthhooddss,,  SSiinnggllee--OO��sseett  UUNNeett  aanndd  MMuullttii--OO��sseett  UUNNeett,,  ffoorr  aacccceelleerraattiinngg  CCEESSTT  MMRRII  aaccqquuiissiittiioonn  bbyy  uussiinngg  ppuubblliicc  MMRRII  ddaattaabbaasseess  ffoorr
pprreettrraaiinniinngg  aanndd  aa  vveerryy  ssmmaallll  CCEESSTT  ddaattaasseett  ffoorr  ttrraaiinniinngg..

IINNTTRROODDUUCCTTIIOONN
Rapid development in precision medicine has led to increasing demand for clinical imaging modalities that provide molecular and physiological
information, in addition to anatomical features . Chemical Exchange Saturation Transfer (CEST) MRI, with its molecular imaging capabilities,
shows promising applications in early disease diagnosis and guided treatment . However, long scanning time for CEST MRI is a constraint in its
clinical applications , and therefore, requires a compromise between scanning time and image quality . Deep-Learning-based Super-Resolution
(DL-SR) methods have been explored in conventional MRI for reconstructing high-resolution images from low-resolution acquisitions, which
leads to a shorter acquisition time . The lack of large public CEST databases for DL-SR model development poses an obstacle in adapting these
methods to CEST MRI. Hence, this study aims to tackle this issue by proposing two DL-SR methods, Single-O�set UNet (SO-UNet) and Multi-
O�set UNet (MO-UNet), for accelerating CEST MRI acquisition using large public MRI datasets for pretraining, facilitating the training of the
neural networks with very small CEST datasets.

MMEETTHHOODDSS
DDaattaa  PPrreeppaarraattiioonn::
For pretraining, human brain MRI images from TCIA database LGG-1p19qDeletion study  were selected and resized to 96×96 matrices using
Lanczos downsampling to prevent scale variance  between pretraining and training dataset. For each high-resolution image, the
corresponding low-resolution MRI image was generated by downsampling of the K-space, followed by inverse Fourier transformation  (Figure
1).
For training, 43 CEST MRI datasets of mouse brain (C57/BL6) were used. The corresponding low-resolution CEST MRI images were generated by
the downsampling method indicated in Figure 1.

MMooddeell::
Two modi�ed iterations of U-Net , referred to as SO-UNet and MO-UNet, were developed for reconstructing high-resolution CEST images
(96×96) from low-resolution CEST images (48×48) (Figure 2).

MMooddeell  DDeevveellooppmmeenntt::
Both pretraining and training data were randomly split into 80% for training (13888 for pretrain and 3163 for train datasets) and 20% for
validation (3472 for pretrain and 791 for train datasets). Due to the small training dataset size, the mouse CEST images were augmented to
increase variability in the dataset.
Both models were trained on the pretraining data for 1000 epochs to initialize the weights of the models, following which, were trained on
training data for 1500 epochs to �ne-tune the weights.
Both SO-UNet and MO-UNet were optimized on a hybrid loss function composed of L1 loss, multi-scale similarity index measure (MS-SSIM)
loss  and edge loss

where  = 0.7,  = 0.2.

PPeerrffoorrmmaannccee  EEvvaalluuaattiioonn::
To evaluate the performance of the model, CEST MRI acquisition of 2 brain tumour mice (NOD-SCID), that were not part of the training process,
were used. The corresponding low-resolution CEST images were generated using the same method (Figure 1).
Both MO-UNet and SO-UNet were evaluated based on two criteria: performances in reconstructing spatial features and reconstructing
Z-spectrum. To quantify the performance in reconstructing spatial features, Peak Signal-to-Noise ratio (PSNR)  and MS-SSIM  were
calculated. PSNR measures the pixel-level similarity while MS-SSIM measures the structural similarity between two images.
To evaluate the performance in reconstructing the Z-spectrum, the Mean Absolute Error (MAE) of the Z-spectra from the tumour and its
contralateral side of the high-resolution CEST dataset were compared with the same region of interests (ROIs) in low-resolution, SO-UNet, and
MO-UNet CEST datasets.

RREESSUULLTTSS  AANNDD  DDIISSCCUUSSSSIIOONN
From Figure 3, it is evident that both SO-UNet and MO-UNet performed well in reconstructing high-frequency features, such as the region
indicated by arrow, that were not captured in the low-resolution images. Results in Table 1 show that both models improved the spatial
resolution, re�ected by the higher PSNR and MS-SSIM of both models’ outputs compared with low-resolution images. Between the two models,
the SO-UNet marginally outperformed the MO-UNet on both metrics. A possible reason could be that both models were not trained to their
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optimal performance and hence further investigation is required.
When reconstructing the Z-spectra (Table 2), it is evident that both models performed well, indicated by the low MAE which is insigni�cant to
cause deviation in the Z-spectrum. Therefore, the reconstructed Z-spectra retains the molecular information present in high-resolution
Z-spectra. Notably, it can be observed that the Z-spectra from low-resolution datasets also have a low MAE. This can be attributed to the fact
that the central window (48×48) used in the downsampling method to generate the low-resolution images preserved most of the pixel
information that is used to construct the Z-spectrum. However, a smaller central window, such as 32×32, used in the downsampling method
might lead to larger pixel information loss, causing deviation in Z-spectrum, which needs to be further investigated.

CCOONNCCLLUUSSIIOONN
In this study, we proposed the use of two DL-SR methods for reconstructing high-resolution CEST images from low-resolution acquisitions, and
thereby, shortening the scanning time. We also illustrated that the DL-SR models can achieve promising results on a small CEST MRI dataset by
taking advantage of pretraining on public MRI databases. Further investigations are underway to evaluate its ability to reconstruct high-
resolution images from smaller image acquisition, such as 32×32. Current results indicate that deep-learning-based SO-UNet and MO-UNet
show promise in shortening CEST MRI scanning time without compromise in spatial and spectral quality, which facilitates the clinical translation
of CEST MRI.
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FFiigguurreess

Figure 1: Illustration of the downsampling method used to generate low-resolution images. The high-resolution CEST image (96×96) is
transformed into K-space by Fast Fourier Transformation (FFT). The central window (48×48 for 2-time downsampling) is cropped, zero-padded
and inverse FFT (iFFT) to form the low-resolution image (96×96).
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Figure 2: Schematic representations of (A) MO-UNet and (B) SO-UNet. During pretraining of MO-UNet, each low-resolution human brain image
is concatenated thrice – forming an input volume – and used as input. During training, each low-resolution (48×48 k-space zero-padded to
96×96 k-space and transformed to image space) o�set image (ω ) along with its neighbouring o�set images (ω  and ω ) are used as inputs.
For SO-UNet, during pretraining, a single low-resolution human image is used as input and, during training, a single low-resolution o�set image
(ω ) is used as input.

Figure 3: Comparison of the high-resolution (Column 1) CEST images with low-resolution (Column 2), SO-UNet reconstructed (Column 3) and
MO-UNet reconstructed (Column 4) CEST images. The reconstructed images, from SO-UNet and MO-UNet, show the visible reconstruction of
high-frequency features that are lost in low-resolution CEST MRI acquisition.

Figure 4: Comparison of Z-spectra from tumour and its contralateral site. (A) Mouse brain MRI with tumour region of interest (ROI, red) and its
contralateral ROI (blue) from which Z-spectra were extracted. (B & C) Comparison of Z-spectra between high-resolution and low-resolution CEST
test dataset with di�erence plot. (D & E) Comparison of Z-spectra between high-resolution and SO-UNet reconstructed CEST test dataset with
di�erence plot. (F & G) Comparison of Z-spectra between high-resolution and MO-UNet reconstructed CEST test dataset with di�erence plot.

Table 1: Comparison of PSNR and MS-SSIM of low-resolution, SO-UNet reconstructed and MO-UNet reconstructed test CEST dataset calculated
with respect to the original, high-resolution dataset. Table 2: MAE of Z-spectra obtained from tumour and its contralateral region for low-
resolution, SO-UNet reconstructed and MO-UNet reconstructed test CEST dataset calculated with respect to the Z-spectra from the same ROIs
in original, high-resolution CEST dataset.

i i-1 i+1

i

PPrroocc..  IInnttll..  SSoocc..  MMaagg..  RReessoonn..  MMeedd..  3300  ((22002222))
33884477

Firefox https://cds.ismrm.org/protected/22MPresentations/abstracts/3847.html

3 of 3 30/11/2022, 1:33 pm

https://cds.ismrm.org/protected/22MPresentations/abstracts/images/3580_7jVpSXPlN/ISMRM2022-003580_Fig2.jpg
https://cds.ismrm.org/protected/22MPresentations/abstracts/images/3580_7jVpSXPlN/ISMRM2022-003580_Fig2.jpg
https://cds.ismrm.org/protected/22MPresentations/abstracts/images/3580_7jVpSXPlN/ISMRM2022-003580_Fig3.jpg
https://cds.ismrm.org/protected/22MPresentations/abstracts/images/3580_7jVpSXPlN/ISMRM2022-003580_Fig3.jpg
https://cds.ismrm.org/protected/22MPresentations/abstracts/images/3580_7jVpSXPlN/ISMRM2022-003580_Fig4.jpg
https://cds.ismrm.org/protected/22MPresentations/abstracts/images/3580_7jVpSXPlN/ISMRM2022-003580_Fig4.jpg
https://cds.ismrm.org/protected/22MPresentations/abstracts/images/3580_7jVpSXPlN/ISMRM2022-003580_Fig5.jpg
https://cds.ismrm.org/protected/22MPresentations/abstracts/images/3580_7jVpSXPlN/ISMRM2022-003580_Fig5.jpg

